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Abstract

Thi s docunent presents a high-level overview architecture for
buil di ng data-center Network Virtualization over Layer 3 (NvVQ3)
networks. The architecture is given at a high |level, show ng the
maj or components of an overall system An inportant goal is to

di vide the space into individual smaller conponents that can be

i mpl enent ed i ndependently with clear inter-conponent interfaces and
interactions. It should be possible to build and inpl enent

i ndi vi dual conponents in isolation and have theminteroperate with
ot her independently inpl enented conponents. That way, inplenenters
have flexibility in inplenenting individual conponents and can
optim ze and innovate within their respective conponents w thout
requiring changes to other conponents.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
published for informational purposes.

This docunent is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the |IETF comunity. It has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the I ESG are a candidate for any |evel of Internet

St andard; see Section 2 of RFC 7841.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nay be obtained at
http://ww. rfc-editor.org/info/rfc8014.
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1

I ntroduction

Thi s docunent presents a high-level architecture for building data-
center Network Virtualization over Layer 3 (NVG3) networks. The
architecture is given at a high level, which shows the major
conponents of an overall system An inportant goal is to divide the
space into snaller individual conponents that can be inpl enented

i ndependently with clear inter-conponent interfaces and interactions.
It should be possible to build and inplenment individual conponents in
i solation and have theminteroperate with other independently

i npl ement ed conponents. That way, inplenenters have flexibility in

i mpl enenting individual conponents and can optimn ze and innovate
within their respective conponents w thout requiring changes to other
conponent s.

The notivation for overlay networks is given in "Problem Statenent:
Overlays for Network Virtualization"” [RFC7364]. "Franmework for Data
Center (DC) Network Virtualization" [RFC7365] provides a framework
for discussing overlay networks generally and the various conponents
that must work together in building such systens. This docunent
differs fromthe framework docunment in that it doesn't attenpt to
cover all possible approaches within the general design space.
Rather, it describes one particul ar approach that the NVG3 WG has
focused on.

Ter m nol ogy

Thi s docunent uses the same termnology as [ RFC7365]. In addition
the following ternms are used:

NV Dormain: A Network Virtualization Domain is an administrative
construct that defines a Network Virtualization Authority (NVA),
the set of Network Virtualization Edges (NVEs) associated with
that NVA, and the set of virtual networks the NVA manages and
supports. NVEs are associated with a (logically centralized) NVA
and an NVE supports communi cation for any of the virtual networks
in the domain.

NV Region: A region over which information about a set of virtua
networks is shared. The degenerate case of a single NV Domain
corresponds to an NV Region corresponding to that domain. The
nore interesting case occurs when two or nore NV Domai ns share
i nformati on about part or all of a set of virtual networks that
they manage. Two NVAs share information about particular virtua
networ ks for the purpose of supporting connectivity between
tenants located in different NV Domains. NVAs can share
i nformati on about an entire NV Donmain, or just individual virtua
net wor ks.
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Tenant System Interface (TSI): The interface to a Virtual Network
(VN) as presented to a Tenant System (TS, see [RFC7365]). The TSI
| ogically connects to the NVE via a Virtual Access Point (VAP)

To the Tenant System the TSI is like a Network Interface Card
(NIQ); the TSI presents itself to a Tenant System as a nor mal
network interface.

VLAN: Unless stated otherwise, the terms "VLAN' and "VLAN Tag" are
used in this docunment to denote a Custoner VLAN (C VLAN)
[ EEE. 802.1Q; the terns are used interchangeably to inprove
readability.

3. Background

Overlay networks are an approach for providing network virtualization
services to a set of Tenant Systenms (TSs) [RFC7365]. Wth overlays,
data traffic between tenants is tunnel ed across the underlying data
center’s I P network. The use of tunnels provides a nunber of
benefits by decoupling the network as viewed by tenants fromthe
under |l yi ng physical network across which they conmuni cate.

Addi tional discussion of some NVO3 use cases can be found in

[ USECASES] .

Tenant Systens connect to Virtual Networks (VNs), with each VN having
associ ated attributes defining properties of the network (such as the
set of nenbers that connect to it). Tenant Systens connected to a
virtual network typically comunicate freely with other Tenant
Systens on the sane VN, but conmunication between Tenant Systens on
one VN and those external to the VN (whether on another VN or
connected to the Internet) is carefully controlled and governed by
policy. The NVO3 architecture does not inpose any restrictions to
the application of policy controls even within a VN

A Network Virtualization Edge (NVE) [RFC7365] is the entity that

i npl ements the overlay functionality. An NVE resides at the boundary
bet ween a Tenant System and the overlay network as shown in Figure 1
An NVE creates and maintains |ocal state about each VN for which it
is providing service on behalf of a Tenant System
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3.1. VN Service (L2 and L3)

A VN provides either Layer 2 (L2) or Layer 3 (L3) service to
connected tenants. For L2 service, VNs transport Ethernet franes,
and a Tenant Systemis provided with a service that is anal ogous to
bei ng connected to a specific L2 CGVLAN. L2 broadcast franes are
generally delivered to all (and nmulticast frames delivered to a
subset of) the other Tenant Systens on the VN. To a Tenant System
it appears as if they are connected to a regular L2 Ethernet |ink
Wthin the NWVO3 architecture, tenant franes are tunneled to renote
NVEs based on the Media Access Control (MAC) addresses of the frane
headers as originated by the Tenant System On the underlay, NVO3
packets are forwarded between NVEsS based on the outer addresses of
tunnel ed packets.

For L3 service, VNs are routed networks that transport |P datagrans,
and a Tenant Systemis provided with a service that supports only IP
traffic. Wthin the NVG3 architecture, tenant frames are tunneled to
renote NVEs based on the | P addresses of the packet originated by the
Tenant System any L2 destination addresses provided by Tenant
Systens are effectively ignored by the NVEs and overlay network. For
L3 service, the Tenant Systemw |l be configured with an I P subnet
that is effectively a point-to-point link, i.e., having only the
Tenant System and a next-hop router address on it.

L2 service is intended for systens that need native L2 Ethernet
service and the ability to run protocols directly over Ethernet

(i.e., not based on IP). L3 service is intended for systens in which
all the traffic can safely be assuned to be IP. It is inportant to
note that whether or not an NVO3 network provides L2 or L3 service to
a Tenant System the Tenant System does not generally need to be
aware of the distinction. |In both cases, the virtual network
presents itself to the Tenant Systemas an L2 Ethernet interface. An
Et hernet interface is used in both cases sinply as a w dely supported
interface type that essentially all Tenant Systens already support.
Consequently, no special software is needed on Tenant Systens to use
an L3 vs. an L2 overlay service.

NVG3 can al so provide a conbined L2 and L3 service to tenants. A
combi ned service provides L2 service for intra-VN comunication but

al so provides L3 service for L3 traffic entering or |eaving the VN
Architecturally, the handling of a conbined L2/L3 service within the
NVQ3 architecture is intended to match what is comonly done today in
non-overl ay environnments by devices providing a conbined bridge/
router service. Wrth conbined service, the virtual network itself
retains the semantics of L2 service, and all traffic is processed
according to its L2 semantics. In addition, however, traffic
requiring I P processing is also processed at the IP |evel
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The | P processing for a conbi ned service can be inplenented on a

st andal one device attached to the virtual network (e.g., an IP
router) or inplemented locally on the NVE (see Section 5.4 on
Distributed Inter-VN Gateways). For unicast traffic, NVE

i npl ement ati on of a conbined service may result in a packet being
delivered to another Tenant System attached to the sane NVE (on
either the sane or a different VN), tunneled to a renote NVE, or even
forwarded outside the NV Donain. For nulticast or broadcast packets,
the conbi nation of NVE L2 and L3 processing may result in copies of

t he packet receiving both L2 and L3 treatnments to realize delivery to
all of the destinations involved. This distributed NVE

i mpl enentation of IP routing results in the sane network delivery
behavior as if the L2 processing of the packet included delivery of
the packet to an IP router attached to the L2 VN as a Tenant System
with the router having additional network attachnents to other

networ ks, either virtual or not.

3.1.1. VLAN Tags in L2 Service

An NVO3 L2 virtual network service may include encapsulated L2 VLAN

tags provided by a Tenant System but does not use encapsul ated tags

i n deciding where and howto forward traffic. Such VLAN tags can be
passed through so that Tenant Systens that send or expect to receive
them can be supported as appropriate.

The processing of VLAN tags that an NVE receives froma TS is
controlled by settings associated with the VAP. Just as in the case
with ports on Ethernet sw tches, a nunber of settings are possible.
For exanpl e, Custoner VLAN Tags (C TAGs) can be passed through
transparently, could always be stripped upon receipt froma Tenant
System could be conpared against a list of explicitly configured
tags, etc.

Note that there are additional considerations when VLAN tags are used
to identify both the VN and a Tenant System VLAN within that VN, as
described in Section 4.2.1.

3.1.2. Packet Lifetine Considerations

For L3 service, Tenant Systens should expect the IPv4 Tinme to Live
(TTL) or IPv6 Hop Limt in the packets they send to be decrenented by
at least 1. For L2 service, neither the TTL nor the Hop Linmt (when
the packet is IP) is nodified. The underlay network nanages TTLs and
Hop Limits in the outer |IP encapsulation -- the values in these
fields could be independent fromor related to the values in the sane
fields of tenant |P packets.
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3.2. Network Virtualization Edge (NVE) Background

Tenant Systems connect to NVEs via a Tenant SystemInterface (TSI).
The TSI logically connects to the NVE via a Virtual Access Point
(VAP), and each VAP is associated with one VN as shown in Figure 2.
To the Tenant System the TSI is like a NIC, the TSI presents itself
to a Tenant Systemas a nornal network interface. On the NVE side, a
VAP is a logical network port (virtual or physical) into a specific
virtual network. Note that two different Tenant Systenms (and TSI s)
attached to a common NVE can share a VAP (e.g., TS1 and TS2 in

Figure 2) so long as they connect to the same VN

| Dat a- Center Network (1P) |

| Tunnel Overl ay |

T TS + TS T +
| +---------- S RS + | | +------- S SRR +
| | Overlay Mdule | | | | Overlay Mdule | |
| +--------- F + | | +--------- F +
| | | | | |
NVE1 | | | | | | NVE2
| Fom e oo - F - + | Fom e oo - F - +
| | VN1 VNI 2 | | | | VN1 VNI 2 | |
| T e +--+ | B - +- -+
| | VAP1 | VAP2 | | | VAP1 | VAP2|
o m e e e e oo - Fomm oo + o m e e e oo F--o - - +
| | |
|\ | | |
|\ | | /1
------- e N L L T T Iy e T I
\ | Tenant | I
TSI1 | TSI 2\ | TSI3 TSI1 TSI 2/ TSI 3
B T S oot -+ +---+
| TS1| | TS2| | TS3| | TS4| | TS5] | TS6
oot oot - -+ +--o+ -+ +---+

Fi gure 2: NVE Reference Mde

The Overlay Modul e perfornms the actual encapsul ation and
decapsul ati on of tunnel ed packets. The NVE nmintains state about the
virtual networks it is a part of so that it can provide the Overlay
Modul e with information such as the destination address of the NVE to
tunnel a packet to and the Context |ID that should be placed in the
encapsul ati on header to identify the virtual network that a tunneled
packet bel ongs to.
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On the side facing the data-center network, the NVE sends and
receives native IP traffic. Wen ingressing traffic froma Tenant
System the NVE identifies the egress NVE to which the packet should
be sent, adds an overlay encapsul ati on header, and sends the packet
on the underlay network. Wen receiving traffic froma renote NVE,
an NVE strips off the encapsul ati on header and delivers the
(original) packet to the appropriate Tenant System \Wen the source
and destination Tenant System are on the same NVE, no encapsul ation
is needed and the NVE forwards traffic directly.

Conceptually, the NVE is a single entity inplenmenting the NVO3
functionality. |In practice, there are a nunber of different
i mpl enent ati on scenari os, as described in detail in Section 4.

3.3. Network Virtualization Authority (NVA) Background

Address dissemnation refers to the process of |earning, building,
and distributing the mappi ng/ forwardi ng i nformati on that NVEs need in
order to tunnel traffic to each other on behal f of comrunicating
Tenant Systems. For exanple, in order to send traffic to a renote
Tenant System the sending NVE nmust know the destination NVE for that
Tenant System

One way to build and nmaintain napping tables is to use |learning, as
802.1 bridges do [IEEE. 802.1Q . Wen forwarding traffic to nmulticast
or unknown uni cast destinations, an NVE could sinply flood traffic.
While flooding works, it can lead to traffic hot spots and to
problens in |arger networks (e.g., excessive anounts of fl ooded
traffic).

Alternatively, to reduce the scope of where floodi ng nust take place,
or to elimnate it all together, NVEs can make use of a Network
Virtualization Authority (NVA). An NVAis the entity that provides
address mapping and other information to NVES. NVEs interact with an
NVA to obtain any required address-mapping information they need in
order to properly forward traffic on behalf of tenants. The term
"NVA" refers to the overall system w thout regard to its scope or
how it is inplenented. NVAs provide a service, and NVES access that
service via an NVE-NVA protocol as discussed in Section 8.

Even when an NVA is present, Ethernet bridge MAC address | earning
coul d be used as a fallback nmechani sm should the NVA be unable to
provi de an answer or for other reasons. This docunent does not

consi der flooding approaches in detail, as there are a nunber of
benefits in using an approach that depends on the presence of an NVA

For the rest of this docunent, it is assuned that an NVA exists and
will be used. NVAs are discussed in nore detail in Section 7
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3.4. VM Orchestration Systens

VM orchestration systens nanage server virtualization across a set of
servers. Although VM nanagenent is a separate topic from network
virtualization, the two areas are closely related. Managing the
creation, placenent, and novenent of VMs al so invol ves creating,
attaching to, and detaching fromvirtual networks. A nunber of

exi sting VM orchestration systens have incorporated aspects of
virtual network managenent into their systens.

Note al so that although this section uses the terns "VM and
"hypervisor" throughout, the same issues apply to other
virtualization approaches, including Linux Containers (LXC), BSD
Jails, Network Service Appliances as discussed in Section 5.1, etc.
From an NVO3 perspective, it should be assuned that where the
docunent uses the term"VM and "hypervisor", the intention is that
the di scussion al so applies to other systens, where, e.g., the host
operating system plays the role of the hypervisor in supporting
virtualization, and a container plays the equivalent role as a VM

Wien a new VM inmage is started, the VM orchestration system

det erm nes where the VM should be placed, interacts with the
hypervi sor on the target server to load and start the VM and
controls when a VM shoul d be shut down or nigrated el sewhere. VM
orchestration systens al so have know edge about how a VM shoul d
connect to a network, possibly including the nane of the virtua
network to which a VMis to connect. The VMorchestrati on system can
pass such information to the hypervisor when a VMis instantiated
VM or chestration systens have significant (and sonetines gl obal)
know edge over the dommin they nanage. They typically know on what
servers a VMis running, and netadata associated with VM inages can
be useful froma network virtualization perspective. For exanple,
the nmetadata may include the addresses (MAC and IP) the VMs will use
and the name(s) of the virtual network(s) they connect to.

VM or chestration systens run a protocol with an agent running on the
hypervi sor of the servers they nanage. That protocol can also carry
i nformation about what virtual network a VMis associated with. Wen
the orchestrator instantiates a VM on a hypervisor, the hypervisor
interacts with the NVE in order to attach the VMto the virtua
networks it has access to. In general, the hypervisor will need to
communi cate significant VM state changes to the NVE. In the reverse
direction, the NVE may need to conmuni cate network connectivity

i nformati on back to the hypervisor. Exanples of deployed VM
orchestration systens include VMvare's vCenter Server, Mcrosoft’s
System Center Virtual Machi ne Manager, and systens based on QpenStack
and its associated plugins (e.g., Nova and Neutron). Each can pass

i nformation about what virtual networks a VM connects to down to the
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hypervi sor. The protocol used between the VM orchestrati on system
and hypervisors is generally proprietary.

It should be noted that VM orchestration systens may not have direct
access to all networking-related information a VM uses. For exanple
a VM may nake use of additional |IP or MAC addresses that the VM
managenent systemis not aware of.

4. Network Virtualizati on Edge (NVE)

As introduced in Section 3.2, an NVE is the entity that inplenents
the overlay functionality. This section describes NVEs in nore
detail. An NVE will have two external interfaces:

Faci ng the Tenant System On the side facing the Tenant System an
NVE interacts with the hypervisor (or equivalent entity) to
provide the NVO3 service. An NVE will need to be notified when a
Tenant System "attaches" to a virtual network (so it can validate
the request and set up any state needed to send and receive
traffic on behalf of the Tenant Systemon that VN). Likew se, an
NVE will need to be informed when the Tenant System "detaches"”
fromthe virtual network so that it can reclaimstate and
resources appropriately.

Facing the Data-Center Network: On the side facing the data-center
network, an NVE interfaces with the data-center underlay network,
sendi ng and receiving tunnel ed packets to and fromthe underl ay.
The NVE may al so run a control protocol with other entities on the
networ k, such as the Network Virtualization Authority.

4.1. NVE Co-located with Server Hypervisor

When server virtualization is used, the entire NVE functionality wll
typically be inplenmented as part of the hypervisor and/or virtua
switch on the server. 1In such cases, the Tenant Systeminteracts
with the hypervisor, and the hypervisor interacts with the NVE
Because the interaction between the hypervisor and NVE is inpl enented
entirely in software on the server, there is no "on-the-wre"

prot ocol between Tenant Systens (or the hypervisor) and the NVE that
needs to be standardized. Wile there may be APls between the NVE
and hypervisor to support necessary interaction, the details of such
APls are not in scope for the NVOB8 WG at the tinme of publication of
this nmeno.

I mpl ementing NVE functionality entirely on a server has the

di sadvant age that server CPU resources nust be spent inplenenting the
NVO3 functionality. Experimentation with overlay approaches and
previ ous experience with TCP and checksum adapter of fl oads suggest
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that offloading certain NVE operations (e.g., encapsul ation and
decapsul ati on operations) onto the physical network adapter can
produce performance advantages. As has been done with checksum and/
or TCP server offload and other optimn zati on approaches, there may be
benefits to offl oading combn operations onto adapters where

possi ble. Just as inportant, the addition of an overlay header can
di sabl e existing adapter offload capabilities that are generally not
prepared to handl e the addition of a new header or other operations
associ ated with an NVE.

Wil e the exact details of howto split the inplenmentation of
specific NVE functionality between a server and its network adapters
are an inplenentation matter and outside the scope of |ETF
standardi zati on, the NVO3 architecture should be cogni zant of and
support such separation. ldeally, it nay even be possible to bypass
t he hypervisor conpletely on critical data-path operations so that
packets between a Tenant Systemand its VN can be sent and received
wi t hout havi ng the hypervisor involved in each individual packet
operation.

4.2. Split-NVE

Anot her possible scenario leads to the need for a split-NVE

i npl enentation. An NVE running on a server (e.g., within a

hypervi sor) could support NVO3 service towards the tenant but not
performall NVE functions (e.g., encapsulation) directly on the
server; sone of the actual NVO3 functionality could be inplenmented on
(i.e., offloaded to) an adjacent switch to which the server is
attached. \While one could imagi ne a nunber of |ink types between a
server and the NVE, one sinple deploynent scenario would involve a
server and NVE separated by a sinple L2 Ethernet link. A nore
conmplicated scenari o woul d have the server and NVE separated by a

bri dged access network, such as when the NVE resides on a Top of Rack
(ToR) switch, with an enbedded switch residing between servers and
the ToR switch.

For the split-NVE case, protocols will be needed that allow the
hypervi sor and NVE to negotiate and set up the necessary state so
that traffic sent across the access |link between a server and the NVE
can be associated with the correct virtual network instance.
Specifically, on the access link, traffic belonging to a specific
Tenant System woul d be tagged with a specific VLAN C TAG t hat
identifies which specific NVOG3 virtual network instance it connects
to. The hypervisor-NVE protocol would negotiate which VLAN CGTAG to
use for a particular virtual network instance. Mre details of the
protocol requirements for functionality between hypervi sors and NVEs
can be found in [ NVE-NVA].
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4.2.1. Tenant VLAN Handling in Split-NVE Case

Preserving tenant VLAN tags across an NVO3 VN, as described in
Section 3.1.1, poses additional conplications in the split-NVE case.
The portion of the NVE that perforns the encapsul ati on functi on needs
access to the specific VLAN tags that the Tenant Systemis using in
order to include themin the encapsul ated packet. Wen an NVE is

i mpl emented entirely within the hypervisor, the NVE has access to the
conpl ete original packet (including any VLAN tags) sent by the

tenant. In the split-NVE case, however, the VLAN tag used between
t he hypervi sor and of fl oaded portions of the NVE normally only
identifies the specific VN that traffic belongs to. |In order to

allow a tenant to preserve VLAN information fromend to end between
Tenant Systems in the split-NVE case, additional nechanisns woul d be
needed (e.g., carry an additional VLAN tag by carrying both a G TAG
and a Service VLAN Tag (S-TAG as specified in [|I EEE 802.1Q where
the CGTAG identifies the tenant VLAN end to end and the S TAG
identifies the VN locally between each Tenant System and the
correspondi ng NVE)

4. 3. NVE St at e

NVEs maintain internal data structures and state to support the
sendi ng and receiving of tenant traffic. An NVE may need sone or al
of the follow ng infornmation:

1. An NVE keeps track of which attached Tenant Systens are connected
to which virtual networks. Wen a Tenant System attaches to a
virtual network, the NVE will need to create or update the |oca
state for that virtual network. Wen the |ast Tenant System
detaches froma given VN, the NVE can reclaimstate associ ated
with that VN

2. For tenant unicast traffic, an NVE maintains a per-VN table of
mappi ngs from Tenant System (i nner) addresses to renote NVE
(outer) addresses.

3. For tenant multicast (or broadcast) traffic, an NVE naintains a
per-VN tabl e of mappings and other information on how to deliver

tenant multicast (or broadcast) traffic. |If the underlying
networ k supports IP nulticast, the NVE could use IP nulticast to
deliver tenant traffic. |In such a case, the NVE would need to

know what | P underlay nmulticast address to use for a given VN
Alternatively, if the underlying network does not support

mul ticast, a source NVE could use unicast replication to deliver
traffic. In such a case, an NVE woul d need to know whi ch renote
NVEs are participating in the VNN An NVE could use both
approaches, switching fromone node to the other dependi ng on
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factors such as bandw dth efficiency and group nenbership
spar seness. [ FRAMEWORK- MCAST] di scusses the subject of nulticast
handling in NVOG3 in further detail.

4. An NVE nmintains necessary information to encapsul ate out goi ng
traffic, including what type of encapsul ation and what value to
use for a Context IDto identify the VN within the encapsul ation
header .

5. In order to deliver incom ng encapsul ated packets to the correct
Tenant Systens, an NVE naintains the necessary information to map
incoming traffic to the appropriate VAP (i.e., TSI).

6. An NVE may find it convenient to maintain additional per-VN
i nformati on such as QoS settings, Path MIU i nformati on, Access
Control Lists (ACLs), etc.

4.4, Miltihom ng of NVEs

NVEs may be nultihomed. That is, an NVE nmay have nore than one IP
address associated with it on the underlay network. Miltihoning
happens in tw different scenarios. First, an NVE may have nultiple
interfaces connecting it to the underlay. Each of those interfaces
will typically have a different I P address, resulting in a specific
Tenant Address (on a specific VN) being reachabl e through the same
NVE but through nore than one underlay |P address. Second, a
specific Tenant System may be reachabl e through nore than one NVE,
each having one or nore underlay addresses. In both cases, NVE

addr ess-mappi ng functionality needs to support one-to-many mappi ngs
and enable a sending NVE to (at a mininun) be able to fail over from
one | P address to another, e.g., should a specific NVE underl ay
address become unreachabl e.

Finally, multihonmed NVEs introduce conpl exities when source unicast
replication is used to inplenent tenant nulticast as described in
Section 4.3. Specifically, an NVE should only receive one copy of a
replicated packet.

Mul ti homing is needed to support inportant use cases. First, a bare
metal server may have multiple uplink connections to either the sane
or different NVEs. Having only a single physical path to an upstream
NVE, or indeed, having all traffic flow through a single NVE would be
consi dered unacceptable in highly resilient deploynment scenarios that
seek to avoid single points of failure. Moreover, in today's
networks, the availability of multiple paths would require that they
be usable in an active-active fashion (e.g., for |oad bal anci ng).
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4.5, Virtual Access Point (VAP

The VAP is the NVE side of the interface between the NVE and the TS
Traffic to and fromthe tenant flows through the VAP. [|f an NVE runs
into difficulties sending traffic received on the VAP, it may need to
signal such errors back to the VAP. Because the VAP is an emnul ation
of a physical port, its ability to signal NVE errors is limted and

| acks sufficient granularity to reflect all possible errors an NVE
may encounter (e.g., inability to reach a particular destination).
Some errors, such as an NVE losing all of its connections to the
underl ay, could be reflected back to the VAP by effectively disabling
it. This state change would reflect itself on the TS as an interface
goi ng down, allowing the TS to inplenment interface error handling
(e.g., failover) in the same manner as when a physical interface
becones di sabl ed.

5. Tenant System Types

This section describes a nunber of special Tenant Systemtypes and
how they fit into an NVO3 system

5.1. Overlay-Aware Network Service Appliances

Sonme Network Service Appliances [ NVE-NVA] (virtual or physical)
provi de tenant-aware services. That is, the specific service they
provi de depends on the identity of the tenant making use of the
service. For exanple, firewalls are now becoming avail abl e that
support multitenancy where a single firewall provides virtua

firewal | service on a per-tenant basis, using per-tenant
configuration rules and maintaining per-tenant state. Such
appliances will be aware of the VN an activity corresponds to while
processing requests. Unlike server virtualization, which shields VM
from needing to know about nultitenancy, a Network Service Appliance
may explicitly support nultitenancy. In such cases, the Network
Service Appliance itself will be aware of network virtualization and
either enbed an NVE directly or inplenment a split-NVE as described in
Section 4.2. Unlike server virtualization, however, the Network
Service Appliance may not be running a hypervisor, and the VM
orchestration systemmay not interact with the Network Service
Appl i ance. The NVE on such appliances will need to support a contro
pl ane to obtain the necessary information needed to fully participate
in an NV Donain.
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5.2. Bare Metal Servers

Many data centers will continue to have at |east sonme servers
operating as non-virtualized (or "bare netal") machines running a
traditional operating systemand workload. |In such systens, there
will be no NVE functionality on the server, and the server will have
no know edge of NVQB (i ncluding whet her overlays are even in use).
In such environnments, the NVE functionality can reside on the first-
hop physical switch. In such a case, the network admi nistrator would
(manual ly) configure the switch to enable the appropriate NVG3
functionality on the switch port connecting the server and associ ate
that port with a specific virtual network. Such configuration would
typically be static, since the server is not virtualized and, once
configured, is unlikely to change frequently. Consequently, this
scenari o does not require any protocol or standards work.

5.3. Gateways

Gateways on VNs relay traffic onto and off of a virtual network.
Tenant Systens use gateways to reach destinations outside of the

Il ocal VN. Gateways receive encapsulated traffic fromone VN, renove
t he encapsul ati on header, and send the native packet out onto the
dat a-center network for delivery. Qutside traffic enters a VNin a
reverse nanner.

Gat eways can be either virtual (i.e., inplenented as a VM or
physical (i.e., a standal one physical device). For performance
reasons, standal one hardware gateways may be desirable in sone cases.
Such gat eways could consist of a sinple switch forwarding traffic
froma VN onto the | ocal data-center network or could enbed router
functionality. On such gateways, network interfaces connecting to
virtual networks will (at |east conceptually) enmbed NVE (or split-
NVE) functionality within them As in the case with Network Service
Appl i ances, gateways may not support a hypervisor and will need an
appropriate control -plane protocol to obtain the information needed
to provide NVO3 servi ce.

Gat eways handl e several different use cases. For exanple, one use
case consists of systens supporting overlays together